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Ah hoc networks offer increased coverage by using multi-hop communication. This architecture
makes services more vulnerable to internal attacks coming from compromised nodes that behave
arbitrarily to disrupt the network, also referred to as Byzantine attacks. In this work we examine
the impact of several Byzantine attacks performed by individual or colluding attackers.

We propose ODSBR, the first on-demand routing protocol for ad hoc wireless networks that
provides resilience to Byzantine attacks caused by individual or colluding nodes. The protocol
uses an adaptive probing technique that detects a malicious link after logn faults have occurred,
where n is the length of the path. Problematic links are avoided by using a route discovery
mechanism that relies on a new metric that captures adversarial behavior. Our protocol never
partitions the network and bounds the amount of damage caused by attackers. We demonstrate
through simulations ODSBR’s effectiveness in mitigating Byzantine attacks. Our analysis of the
impact of these attacks versus the adversary’s effort gives insights into their relative strengths,
their interaction and their importance when designing multi-hop wireless routing protocols.

Categories and Subject Descriptors: C.Z3@rjeral]: Security and Protection; C.2.Nftwork Architecture
and Design]: Wireless Communication; C.2.\ftwork Protocols]: Routing Protocols

General Terms: Algorithms, Design, Reliability, Security, Theory
Additional Key Words and Phrases: Ad Hoc Wireless Networks, On-demand Routing, Security,
Byzantine Failures

1. INTRODUCTION

Ad hoc wireless networks provide several benefits overtiauil wireless local area net-
works (WLANS). They offer increased coverage by using miudtp communication, i.e.
all the nodes take part in the process of forwarding pack&tishoc networks do not re-
quire a fixed infrastructure such as base stations and uthus, they are self-organizing
and can easily be deployed in situations where no fixed infresire is present, such as
emergency deployments, natural disasters, militaryd#&étlds, and rescue missions.
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In spite of the above benefits, the wireless communicatiodiune has particularities
that create a complex, unpredictable and challenging emrient. High error rates, vari-
able and unpredictable characteristics of the signal gtheand propagation fluctuations
with time and environment frequently result in broken linkke mobility of the nodes and
the constrained power resources contribute to the comntplekihe environment. In addi-
tion, security is more challenging in ad hoc networks beedlus open wireless medium is
more susceptible to attacks and the multi-hop cooperatimaeunication makes services
more vulnerable to attacks coming from within the network.

A key component of ad hoc wireless networks is an efficientinguprotocol. In the
context of ad hoc networks, routing protocols must convgrgekly and use battery power
efficiently. Thus, traditional proactive routing protoseising periodic updates (link-state
and distance vectors [Kurose and Ross 2000]) are less witatad hoc wireless networks
because they constantly consume power and bandwidth thootithe network, regardless
of the presence of network activity. In addition, they ar¢ aesigned to track topology
changes occurring at a high rate. On-demand routing prit¢erkins and Royer 2000;
Johnson et al. 2001] are more appropriate for wireless emwrients because they initiate
a route discovery process only when data packets need toutedroDiscovered routes
are then cached until they go unused for a period of time calbbecause the network
topology changes.

Wireless routing protocols often operate in adversarigirenments. Several attacks
can come from outsiders or nodes that do not possess thentisdsl¢o participate in the
protocol. These attacks include eavesdropping and injecti modification of control and
data packets and are usually prevented by using encrygtighentication, and integrity
mechanisms. Unfortunately, due to their increased suiiitto theft and software vul-
nerabilities, wireless devices can be easily compromiseidcantrolled by an adversary.
In this case, attacks no longer come from outside the netwoitkrom within the network.
Once an adversary has compromised a node, it gains accémsdryptographic material
stored on that node, thus rendering useless security misamabased exclusively on au-
thentication. Inside attacks are more difficult to addréssesa compromised device can
exhibit arbitrary (malicious) behavior. Such attacks ds® &nown as Byzantine [Lam-
port et al. 1982] attacks and protocols able to provide serii their presence, are often
referred to as Byzantine resilient protocols. Some exasnpldByzantine node behavior
include: advertising false routing information, tryingreedirect routes, or simply droping
packets. Wireless networks are also vulnerable to wiredpssific attacks such as flood
rushing and wormhole attacks, particularly dangerous wheyare performed by Byzan-
tine adversaries. When adversaries collude, they cannpedimonger attacks, which allow
them to control a significant number of the paths in the nétwor

1.1 Our contribution.

The goal of this work is to provide routing survivability uerdan adversarial model where
any intermediate node or group of colluding nodes perforaByine attacks. While some
existing work provides protection against specific attabksmay be conducted by a single
Byzantine node against different routing components, herogxisting work provides an
ad hoc wireless routing protocol for coping with a large dedttacks available to a set of
colluding Byzantine attackers and targeting both routealisry and data forwarding.

A Byzantine fault occurring along a path may be attributed 8pecific node using ex-
pensive and complex Byzantine agreement; however, thimiaply impossible [Lamport
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et al. 1982] under certain circumstances, for example wherajarity of the nodes are
malicious. We circumvent this obstacle by avoiding thegrasient of “guilt” to individual
nodes. Instead, whenever the endpoints of a link disagreeleduce that at least one of
them is faulty, therefore the link is considered faulty ahdidd be avoided. Our method
ensures that as long as a fault-free path exists between daesn they can communi-
cate reliably even if an overwhelming majority of the netlwacts in a Byzantine manner.
We focus on attacks at the network layer and do not consiterlat against the MAC or
physical layers. More specifically, our contributions are:

—\We present a detailed description of several general Kbtate) and wireless-specific
(flood rushing, wormhole and overlay network wormhole) Bytirze attacks and analyze
their mechanisms and interaction. The identified attackhancd be addressed by using
only authentication mechanisms.

—We propose ODSBR, a secure robust on-demand routing poaddch is resilient to
strong adversarial attacks, including those mentioned@bod performed by collud-
ing Byzantine attackers. Using an adaptive probing teakiqur protocol identifies a
faulty link afterlogn faults have occurred, whereis the length of the path between
two endpoints. Because the locations of the attackers aredd, our protocol provides
adversary avoidance in arbitrary network configuratiomsbmatic links are avoided
by using a newly proposed metric that captures failures dwdraarial behavior.

—\We provide an analysis that shows that ODSBR bounds the glmavaattacker or group
of colluding attackers can cause to the network. Our link itooimg mechanism limits
the amount of damage in the case of dynamic adversariesltbatate between good
and bad behavior, while never completely disconnectingadiim the network.

—\We developed a protocol independent Byzantine attack medduthe NS2 [ns2 ] sim-
ulator in order to simulate the attacks considered in thiskwd/e believe the module is
a helpful tool for the secure routing research community.

—We demonstrate through simulations the effects of theidensd attacks on the AODV
[Perkins and Royer 2000] protocol. Our results quantifydaenage caused by the at-
tacks and provide insights into identifying those whichutes the greatest network
disruption while requiring the least number of adversgraticipants. We consider the
performance of AODV to be representative of both insecunéimg protocols and exis-
tent secure routing protocols (such as Ariadne [Hu et al2PREAD [Hu et al. 2002],
ARAN [Sanzgiri et al. 2002], SRP [Papadimitratos and Haa3220SDT [Papadimi-
tratos and Haas 2003] and Afora[Lee 2002]). Although somihein [Lee 2002; Hu
et al. 2002; Papadimitratos and Haas 2003] address a wadisatof the Byzantine at-
tacks we address, they do not provide protection againsirttiee set of strong colluding
Byzantine attacks we investigate.

—We show through simulations how ODSBR mitigates the abdentified attacks. Anal-
ysis of the results gives insights into the survivabilitytioé routing service while under
attack and indicates the main factors contributing to ttiecéifeness of the attacks:
flood rushing and strategic adversarial positioning.

The rest of the paper is organized as follows. We describeéitork and security
models as well as the attacks considered in this work in @22ti We present our protocol,
ODSBR, in Section 3 and provide an analysis in Section 4. Vésgnt experimental
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results that demonstrate the effectiveness of ODSBR ineadirg the considered attacks
in Section 5. We overview related work in Section 6 and cotelour paper in Section 7.

2. NETWORK AND SECURITY MODEL
2.1 Network Model

This work relies on a few specific network assumptions. Oatqaol requires bi-directional
communication on all links. This is also required by mosteliss MAC protocols, in-
cluding 802.11 [IEEE 1999], to operate correctly. We focngooviding a secure routing
protocol, which specifically addresses threats to the I8Df@twork layer. We do not ad-
dress attacks against lower layers such as the MAC or theqathyayer. We assume that
the physical layer uses jamming-resilient techniques sisallirect sequence spread spec-
trum (DSSS) or frequency hopping spread spectrum (FHSSh (B case of 802.11).
Though MAC protocols can detect packet corruption, we docnasider this a substitute
for cryptographic integrity checks [Stone and Partridgé®0

2.2 Security Model and Considered Attacks

We assume that the network is not open. Specifically, thestsea public-key infrastruc-
ture administered by a Certificate Authority (CA). A distribd cluster of peer CAs sharing
a common certificate and revocation list can be deployed podxe the CA's availability.
The public keys are used to protect the route discovery paiagdo establish shared key
used in other phases of our protocol.

We consider only the source and destination to be trustebassume that there exists a
non-adversarial path between source and destination. Nwdeuthenticated using public
key-based techniques in the route discovery phase and syimkey-based techniques in
subsequent phases of the protocol. Messages that can nothemticated are discarded.
Any intermediate node on the path between the source anidaliésh may exhibit Byzan-
tine behavior. The goal of our protocol is to detect Byzamtiehavior and avoid it, or
bound its effect on the overall system. We assume that amietdiate node can exhibit
such behavior either alone or in collusion with other nodes.

We do not address resource consumption attacks where agwaleas a high number of
messages with incorrectly authenticated packets. Thigénaral problem with protocols
performing authentication by using digital signatures.

We defineByzantine behavioas any action by an authenticated node performed at the
network layer that results in disruption or degradationhaf touting service (i.e. the at-
tacker does not have control over the MAC or physical laye&tpacks like eavesdropping,
fabricating or modifying packets can be prevented by trawiitl encryption, authentication
and integrity mechanisms. More complex attacks includeipudating the route discov-
ery phase of the protocol to control the path establishmexamples of such attacks are
making a path appear either longer or shorter than it is. @mpls way to do this is by
modifying the information that propagates on the packathsas the hop count or the list
of nodes on the path. These attacks can also be preventedrigyrmsre sophisticated
authentication and integrity techniques.

Unfortunately, there are attacks that can not be preventedithentication mechanisms
alone. An example is a basic Byzantine attack referred todack hole attackvhere the
adversary drops data packets (entirely or selectivelyilevetill participating in the routing
protocol. As a result, whenever an adversarial node is elem a path, data will be lost
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partially or entirely on that path. Another example is flomd rushingattack. The attack
exploits the flood duplicate suppression technique usedanywireless routing protocols.

If an attacker succeeds in rushing an authenticated floadigir the network before the
flood traveling through a legitimate route, then the legaienversion will be ignored and
only the adversarial version will be propagated. This &ttaay result in establishing
many adversarial controlled paths. Authentication teghes can not prevent the attack,
since once a node is compromised and under adversarialotoalirthe cryptographic
keys are available to the attacker. Thus, the attacker caergte messages that appear to
be authentic.

Besides attacks that can be performed individually by onkcioas node, we consider
stronger forms of Byzantine attacks that involve colludinglicious nodes which coor-
dinate their actions. Examples of such attacks areByrmantine wormholattack and its
stronger variant thByzantine overlay network wormhol@ aByzantine wormholattack
two colluding adversaries cooperate by tunneling packet&den each other in order to
create a shortcut (or wormhole) in the network. This tunreel be created by using a
private communication channel, such as a pair of radios &edtibnal antennas, or by
using the existing ad hoc network infrastructure. The ashsées can then use the low
cost appearance of the wormhole in order to increase theapilitly of being selected on
paths, and then attempt to disrupt the network by selegtihepping the data packets or
to perform traffic analysis. Note that for a Byzantine worrehthe wormhole link exists
between two compromised (adversarial) nodes, while inditiomal wormhole two hon-
est nodes are tricked into believing that there exists atiir between them. Wormhole
detection techniques [Hu et al. 2003a][Hu and Evans 200dpgsed against traditional
wormholes, are ineffective in the case of Byzantine worrabalue to the trust of the
wormhole link end points (which are adversarial).

A Byzantine overlay network wormhai¢tack is a more general (and stronger) variant
of the previous attack and occurs when several nodes areroamged and form an over-
lay network. By tunneling packets through the overlay nekythe adversaries make it
appear to the routing protocol that they are all neighbotsckvconsiderably increases
their chances of being selected on routes and facilitartisduattacks.

We do not consider general attacks such as Sybil and nodieatqh attacks. Also,
preventing traffic analysis is not the goal of this work, whistead focuses on survivable
routing.

3. ODSBR DESCRIPTION

ODSBR is an on-demand source routing ad hoc wireless roptmtgcol, designed to cope
with a wide class of Byzantine attacks outlined in Sectidh Z'he design of ODSBR is
centered around the impossibility of distinguishing betwéailures and malicious behav-
ior. Thus, ODSBR addresses both failures and attacks wéthinnified framework. A
fault is defined as any disruption that results in signifidass or delay. Upon detection
of the attack (the number of lost packets becomes higheratiareshold value), ODSBR
enters a probing mode with the goal of discovering the atlacktion. As a result of this
probing procedure, the location of the adversary can beowaa down to a single link
(the guilt is assigned to a link, since it is theoreticallypiossible [Lamport et al. 1982] to
indicate a node).

Unlike other protocols, ODSBR does not use number of hopatsgelection metric.
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Number of hops was shown not to be an appropriate metric iti4mop wireless networks
in non-adversarial environments [Lundgren et al. 2002; Detq et al. 2003]. Under
a Byzantine adversarial model selecting the shortest pdtmet guarantee that such a
path is adversary free. The ODSBR approach to this probletefining a new metric
that captures reliability and adversarial behavior basegast history and selecting the
shortest path returned from its route discovery processreut to this reliability metric.
The metric is represented by a list of link weights where higlights correspond to low
reliability. Each node in the network maintains its own,lisferred to as aveight list
and dynamically updates that list when it detects faultaultifdinks are identified using
a secure adaptive probing technique that is embedded iretjudar packet stream. These
faulty links are avoided using a secure route discoverygmaltthat incorporates the relia-
bility metric. More specifically, our routing protocol cae beparated into three successive
phases, each phase using as input the output from the pseviou

—Route discovery in an adversarial environmeBwouble flooding, per node flood ver-
ification, and forwarding rules guarantee that the routeadisry process will always
find the lowest cost path according to our reliability metditowever, this path is not
guaranteed to be adversarial-free until the weight of ashrél links has been increased
sufficiently such that the lowest cost path is fault free.

—Byzantine fault detectiorthis component discovers problematic links on the path from
the source to the destination using as input the full patha@rtgutting a faulty link.
The source requires cryptographic proof, in the form of seacknowledgments, that
packets are delivered successfully and uncorrupted to éeengition. Probes and se-
cure acknowledgments from intermediate nodes locatesfaldhg the path down to the
nearest link. Due to the structure of the probing schemegdsaeraarial node can only
cause a fault to be localized to one of its adjacent links,does not have the power to
arbitrarily incriminate other links in the network. Alscs probes are cryptographically
coupled to every data packet, it is impossible to escapeti@tevithout delivering the
majority of packets correctly (dropping less than an allolwahreshold). Although a
malicious node can send acknowledgments and still not fahwackets, the fault will
be detected because other honest nodes, including theatesti, will indicate to the
source that data was not received.

—Link weight managemen®ne goal of our protocol is fault avoidance. This is achieved
by the route discovery phase based on weights associatedadh link. The link weight
management component of the protocol maintains a weighblidinks discovered by
the fault detection algorithm and uses a multiplicativeéase scheme to penalize links.
In addition, our protocol uses a rehabilitation mechanisat,ton one hand, limits the
amount of damage an attacker or group of attackers can cadsemthe other hand,
reduces the impact of false positives by never completedgatinecting nodes from
the network. Links which have been identified as faulty wél éventually reset back
to “non-faulty” as long as enough good traffic has gone thhotlgem. This prevents
transient failures from becoming permanent black marks.li@k weight management
scheme amortizes the number of lost packets caused by adesrsver enough suc-
cessful packets, and maintains the overall loss rate babedsn in the case of dynamic
adversaries that alternate between good and bad behavior.
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3.1 Route Discovery

Whenever a source must communicate with a destination ravdetfich it does not have
a path already cached, it needs to establish a path. Manywraud routing protocols
achieve this by flooding a route request from the source talé@stination and by using
a reverse unicast from the destination to the source. Thephé#isis selected based on a
metric propagated in the request packet. This metric i®edrthop count as in AODV, or
the identifiers of the nodes on the path, as in DSR. Thus, ttesgtection metric does not
capture failure or adversarial behavior.

During the route discovery, the following attacks can talee@. An attacker can drop
either the route request or the route reply. As a result, évannon-adversarial path
exists between the source and destination, no path will tabkshed. In addition, in the
absence of authentication and integrity mechanisms, atig can insert packets or modify
forwarded packets. Thus, arbitrary — including shorteoagker — paths can be established,
or cache poisoning may occur. Finally, an adversary caropargither a flood rushing
attack or a wormhole attack that will allow him to obtain aahbf paths in the network.

Our protocol uses the following mechanisms to address theebentified attacks and
limitations of existing metrics used to select paths. Thetquol floods both the route
request and the response in order to ensure that if a faeltpfaéh exists in the network,
then a path will be established even in the presence of aahiess

The initial flood guarantees that the route request reatieeddstination. The response
flood guarantees that the response will reach back to thesadnrspite of adversaries
dropping packets. Note that the established path may coathiersarial nodes that did
not show any malicious behavior yet.

Our protocol protects the route discovery phase from botsideiand Byzantine attack-
ers by requiring the source to digitally sign the initial teuequest flood. This prevents
unauthorized nodes from initiating resource consumingeroequests, and limits exces-
sive route requests from a Byzantine node. A node verifiesigmed route request before
forwarding it. Any route request that fails verification igped immediately, preventing
the request from flooding through the network.

We propose a new metric that captures failures and advar$esthavior. This metric
is represented by weights assigned to each link, where Itwesalenote high reliability.
The route discovery protocol chooses a route that is a mimimeight path between the
source and the destination. This path is found by accunmgjakie cost hop-by-hop and
forwarding the flood only if the new cost is less than the prasly forwarded minimum
cost. At the completion of the route discovery protocol,sbarce is provided with a com-
plete path to the destination. In our protocol, the actuéh pléscovery occurs during the
route response flood, as opposed to during the route reqaedtdk in other on-demand
protocols. This reduces the cost of route requests to uhabée destinations and allows
the use of the destination’s learned weight list. The acdated path is protected from
outside adversaries by having each node appending itsfideand signing the response.
Every node verifies the entire content of the packet so faorbeforwarding the reply.
This ensures that only authenticated nodes can becomefpae path. If only the source
verifies all of the weights and signatures, then adversanekl propagate low cost fab-
ricated responses and block correct responses from ewdringathe source. Therefore,
each intermediate node must verify the weights and the gsigescarried by a response, in
order to guarantee that a path will be established. Our pobtipes not consider caching
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because this will prevent the fast avoidance of links witihHbsses caused by failures or
malicious actions.

To mitigate flood rushing attacks, our route discovery prot@rocesses all duplicate
response flood packets and if a valid flood packet with a lowedtrimis received, an addi-
tional re-broadcast is scheduled. The advantage of thimigae is that even if an adver-
sary performs a successful “rush” in an attempt to be salemtethe path, the adversarial
variant of the flood will be shortly overridden by the legitite flood with a lower path
cost. Any adversary that manages to bypass the protectiohanesms and starts creating
damage, will be detected by the fault location algorithm thresh avoided when a new path
is selected.

The following five steps describe in details the route distgyprotocol:

I. Request InitiationThe source creates and signs a request that includes tlieadiest,
the source, a sequence number, and a list of detected nualititks and their weights.
The source then broadcasts this request to its neighboessdtrce’s signature allows the
destination and intermediate nodes to authenticate theest@nd prevents an adversary
from creating a valid route request.

Il. Request PropagationThe request propagates to the destination via flooding which
is performed by intermediate nodes as follows. When reggigirequest, an intermediate
node first verifies the source signature on the request argitis list of recently seen re-
quests for a matching request (one with the same destinatonce and request sequence
number). If there is no matching request in its list, and therse’s signature is valid, it
stores the request in its list and rebroadcasts the redfistre is a matching request, the
node does nothing.

lll. Request Receipt / Response Initiatiddpon receiving a new request from a source
for the first time, the destination verifies the authentiotyhe request, and creates a re-
sponse that contains the source, the destination, a resspegaence number and the com-
bined link weight list (both the source and the destinati@mght lists are combined). The
destination then signs the entire response and broadtasts i

IV. Response PropagationwWhen receiving a response, the node computes the total
weight of the path by summing the weight of all the links (@rin the response) on
the specified path to this node. If the total weight is less thiay previously forwarded
matching response (same source, destination and respegqsense number), the node
verifies the signatures of the response header and of everljdted on the packet so far.
If the entire packet is verified, the node appends its identii the end of the packet, signs
the appended packet, and broadcasts the modified respohgere$ponse propagation
functions similarly to the single source Bellman-Ford aithon.

V. Response Receipi/hen the source receives a response, it performs the saifie ver
cation as the intermediate nodes as described in the respoogagation step. If the path
in the response is better than the best path received sbéasptirce updates the route used
to send packets to that specific destination.

Note that an adversary can still influence the path selettjoareating what we refer
to asvirtual links. Colluding adversaries may create virtual links by formimgrmholes,
as described in Section 2.2, or any other type of shortcutisemetwork. A virtual link
can also be created by deleting one or more hops from the etiteafoute response.
ODSBR'’s approach to mitigating Byzantine wormholes is waidd by the observation
that the primary attack when a wormhole exists is the dragppfrpackets that attempt to
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travel through the wormhole, rather than the wormhole fdaimma A wormhole attack will
appear to ODSBR as a faulty link between two nodes. ODSBRyatés the attack not
by preventing the formation of the wormhole, but by detegttrand increasing its weight.
Once the wormhole’s link weight has been increased suftigignDSBR will avoid it and
select the next best alternate path. This strategy doeqoire any additional hardware
or capabilities to function, and it works equally well fortbdByzantine and traditional
wormholes. We present a detailed analysis of the effectrafalilinks in Section 4.

3.2 Byzantine Fault Detection

Once a path is established, data can flow between source atidadien. In this case,
attacks that may occur are either on the data content (i.alification, injection, eaves-
dropping) which we assume are addressed at the transpqgopbication layer, or on the
data delivery (i.e. selective dropping of data). ODSBR pies protection against nodes
that selectively drop traffic. Our detection algorithm iséd on using authenticated ac-
knowledgments of the data packets. If a valid acknowleddnsenot received within a
timeout, our protocol assumes that the packet was lost. défigition of loss includes
both malicious and non-malicious causes. For example acasse caused by packet
drop due to buffer overflow, packet corruption due to intenfiee, a malicious attempt to
modify the packet contents, or just a drop of the packets tgrimediate nodes.

A network operating “normally” exhibits some amount of lo&%e define ahreshold
that sets a bound on what is considered a tolerable losdnagevell behaved network the
loss rate should stay below the thresholdfadilt is defined as a loss rate greater than or
equal to the threshold. The value of the threshold also 8psthe amount of loss that an
adversary can create without being detected. Hence, ite\&lould be chosen as low as
possible, while still greater than the normal loss rate. fiineshold value is determined by
the source, and may be varied independently for each route.

Our protocol is designed to have minimum overhead under abconditions: only the
destination is required to send an acknowledgment whenuits faave occurred. If losses
exceed the threshold, the protocol attempts to locate thityfink by requiring a dynamic
set of intermediate nodes, in addition to the destinatiorseind acknowledgments to the
source. Moreover, the fault detection protocol is built tomarily use symmetric key
cryptography, so costly asymmetric operations are avoiteal per packet basis.

Normal topology changes occur frequently in ad hoc wirelestsvorks. Although our
detection protocol locates faulty links caused by thesegbs, an optimized mechanism
for detecting them would decrease the overhead and deatenti@. Any of the mech-
anisms used by the route maintenance of the DSR protocoh$dwhet al. 2001], (i.e.
MAC layer notifications), can be used as an optimized topplkdtange detector. When
a node receives notifications from such a detector, it rdactseating a route error mes-
sage containing the identifiers of the broken link and of thdenthat reports the error.
The signed message is then propagated along the path badwekdource. Upon receipt of
an authenticated route error message, the source pasdasiltiidink to the link weight
management component. As mentioned above, an intermeuidéeexhibiting Byzantine
behavior can always incriminate one of its links, so addimgeehanism that allows it to
explicitly declare one of its links faulty does not weakea fecurity model.

Note that the detection mechanism can itself be attackespoiged by an adversary,
so it must be designed accordingly. Our protocol embedseprequest information in
the data packet stream. This avoids attacks in which malkcimdes drop probe requests
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Fig. 1. Byzantine Fault Detection: an Example

for particular nodes making those nodes appear as beingimai An intermediate node
exhibiting Byzantine behavior can always incriminate ohé@links by not sending the
acknowledgment, but by doing so it also incriminates itsélithough a malicious node
can send acknowledgments and still not forward data pactetsault will be detected
because other honest nodes, including the destinatiolnnditate to the source that data
was not received. Below we provide more details about theatieh mechanism and the
way it is protected against adversarial behavior.

Fault Detection MechanismOur fault detection protocol requires the destination to re
turn an acknowledgment to the source for every received platket. The source keeps
track of the number of recent losses (acknowledgments wetwed over a window of re-
cently sent packets). If the losses violate the acceptabdshold, the protocol registers a
fault between the source and the destination and startsaatsearch on the path, in order
to identify the faulty link. A simple example is illustratéa Figure 1.

The source controls the search by specifying on data patketlist of intermediate
nodes that must send acknowledgments in addition to thindéen. We refer to the set
of nodes required to send acknowledgments as probed nades,shortprobes The list
of probes is specified on legitimate traffic. Thus, an advgrsaunable to drop traffic
without also dropping the list of probes and eventually baletected.

The list of probes defines a set of non-overlapping interkads cover the whole path,
where each interval covers the sub-path between the twaecatige probes that form its
endpoints. When a fault is detected on an interval, thevatés divided in two by inserting
a new probe. This new probe is added to the list of probes ajgokto future packets. The
process of sub-division continues until a fault is deteatedn interval that corresponds
to a single link. In this case, the link is identified as beiaglfy and is passed to the link
weight management component, which will update the messoaiated with the link. The
path sub-division process is a binary search that proceselstep for each fault detected.
This results in the detection of a faulty link afteg » faults have occurred, whereis the
length of the path.

In Figure 1, in the absence of adversaries, the path betviigesource and destination
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seq,data,|,|D2,|Ds,..., 1D, HMAC 4c st ,HMAC,,..., HMACs,HMAC 2 ,HMAC
where HMAG is computed with Kource,7p, and p is the number of probes

Fig. 2. Probe Specification

contains initially a single good interval. Assume the thiatle from the source becomes
adversarial and starts dropping data packets. If enoughptatkets are dropped and the
loss threshold is reached, then the source will registenla amewhere on this path and
the fault detection mechanism kicks in. The source willtstalding probes on the path
in order to localize the faulty link: a probe will be added retmiddle of the interval
(the fourth node) which will fail to respond because the asagal node drops packets
and probes are embedded in data packets. If the adversasy dtopping data packets
now, then the protocol will successfully manage to deliveamount of packets just below
the threshold. Otherwise, a probe will be added on the seoodé, which will send
a successful acknowledgement and then another probe wétlded on the third node,
which will fail. Consequently, the source has managed tatifiethe faulty link between
the second and the third nodes.

The probes are specified by listing the identifiers of the pdobodes in path order on
each packet. This list is protected from tampering by appenan HMAC [HMA 2002]
(computed with the shared key between the source and tha) mdthe entire packet so
far for every probed node in the reverse order they are spdaifi the packet (see Figure
2). A node can detect if it is required to send an acknowleddgrbg checking the list
for its identifier. If the node finds its identifier, it verifigise last HMAC and removes it
from the packet. A node discards packets that do not haveattieat number of remain-
ing HMACSs, and a probe discards packets if the last HMAC daesserify. The reverse
ordered HMACSs prevent the adversary from incriminatingeotimks by successfully tam-
pering with the node list (i.e. removing specific nodes) nibaversary attempts to modify
the list, it will incriminate one of its own links.

ODSBR can deal with a mobile adversary along the path, sinebgs once started
are not retired immediately. In the worse case, all intefiatechodes may act as probes.
An adversary can always drop packets just below the thrdshdlknows the threshold
value. This is a problem with all deterministic protocoldasan be avoided by using
randomization in the threshold selection.

Acknowledgment SpecificatioRor each successfully received data packet, the desti-
nation generates an acknowledgment containing the seguember of the data packet
and an HMAC for authentication. Each probe appends its owrABMver the entire ac-
knowledgement packet accumulated so far, and forwardsrigethe reverse path towards
the source. Timeouts are set at every probe so that if theoadkdgment is not received
from the previous probe, the node gives up waiting and géeeits own acknowledgment
packet. In order for the protocol to locate the fault, onlg ttode immediately preceding
the fault location times out and generates an acknowledgniéms is accomplished by
using a staggered timeout scheme. A simple technique foleingmting the staggered
timeout scheme is to use a fixed parameter that representgp@n lbound on the amount
of time it takes for a packet to traverse a single link. A nodg/rihen compute its timeout
by multiplying this parameter by the number of hops neededaierse the remainder of
the path to the destination and return back to the currertiposliong the path.

When the source receives the acknowledgment packet, rinptseto verify the accumu-
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lated HMACSs starting from the end of the packet. The first HMAfGny, that does not

verify, defines the end of the interval on which a loss is itegésl, i.e. the protocol regis-
ters a loss on the interval between the last valid HMAC anditseencountered invalid

HMAC. If the source times out the acknowledgment, a loss géstered on the interval

between the source and the first probe. The result of thiscadiedgment creation, time-
out, and verification technique, is that if an adversary dropodifies, or delays either an
acknowledgment or data packet, then a loss will be regdterethe interval containing

the affected link.

Interval and Probe Managementt.et p be the acceptable threshold loss rate. By using
the above probe and acknowledgment specifications, a l@dfilsuted to an interval be-
tween two probes when the source successfully receivedernified an acknowledgment
from the closer probe, but did not from the further probe. Witiee loss rate on an interval
exceedyp, the interval is divided in two.

Maintaining probes adds overhead to our protocol, so itsirdble to retire probes when
they are no longer needed. The mechanism for deciding wheestite probes is based on
the loss ratep and the number of lost packets. The goal is to bound the agtgégss
rate. Each interval has an associated coufittrat specifies its lifetime. Initially, there is
one interval with a counter of zero (i.e. there are no lossé#)en a fault is detected on
an interval with a countef’, a new probe is inserted whichvidesthe interval. Each of
the two new intervals have their counters initialized#t + C, wherey is the number
of losses that caused the fault. The counters are decrediemtevery acknowledgment
that is successfully received, until they reach zero. Whencounters of both intervals
on either side of a probe reach zero, the probe is retjodoing the two intervals. This
results in a loss rate boundeddolf the adversary attempts to create a higher loss rate, the
algorithm will be able to identify the faulty link.

Shared Key Establishmen®@ur detection mechanism makes extensive use of pairwise
symmetric keys shared between the source and each nodethéopath. Pre-distributing
and refreshing shared keys would be impractical for netwoaintainers. We propose a
technique for on-demand creation of these keys using therass public key infrastruc-
ture. When the source needs to probe a node with which it doeslready share a key,
it generates a new key for that node, and encrypts it withribde’s public key. The en-
crypted key is embedded in the probe list on outgoing datkgiacDigital signatures are
used to authenticate the packets before the shared kewldisked. Once the shared key
is established, acknowledgments sent by the node can berdictdted using an HMAC.

In order to ensure reliable delivery of the shared key to tiierided node even in the
case where there are active adversaries disrupting thethatBource continues to attach
the encrypted key for every outgoing data packet, until #iabte acknowledgment (that
uses the shared key) is received from the node. Note that iecshared key establish-
ment is seamlessly integrated with the adaptive probindtipieikeys can be established
simultaneously even as the protocol dynamically changeséhof probed nodes.

It may be desirable to generate the key shared by the soudagestination using a fully
authenticated contributory key exchange instead of theeberhnique. This is because
the source-destination key will likely be used to encrypiadand thus perfect forward
secrecy* would be desirable. This property is not necessary forinéeliate nodes as their

Linformally, perfect forward secrecy [Menezes et al. 1996indnds that the compromise of long-term keys
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shared keys are not used to protect data confidentialitypbiyt for authentication and
integrity checks. An authenticated Diffie-Hellman contitifry key exchange between the
source and the destination can either be piggy-backed orothie request and response
floods, or conducted immediately after the path has beeblestad.

3.3 Link Weight Management

An important aspect of our protocol is its ability to avoidifig links in the process of route
discovery by using a new metric that captures faulty and s@dvial behavior. The metric
is represented by link weights. The decision to identifyrk las faulty is made by the
detection component of the protocol. The link managemdmtrse sets the link weights
using the history of faults that have been detected on links.

The goal is to penalize faulty links and to reward good betrat prevent completely
disconnecting nodes from the network and transient faldrem becoming permanent
marks. In addition, the identification of a link as faulty pmhcreases the weight of that
link; As a result, even if all the links in the network were idified as faulty once, the
network would continue to operate as before, just with higldéstance” metrics for a
given path. Also, the detection of a faulty link along a pasksiseparate loss tracking for
each probe segment, so intentional dropping in the firstqidhte path will not jeopardize
the second part of the path.

The link weight management protocols operates as followseMa fault is registered
on a link, the link's weight is doubled. This ensures thatgh&ocol will eventually avoid
selecting paths containing that link during future routscdiveries. The technique we use
for rehabilitating the link weights is similar to the one wseufor retiring probes (see
Section 3.2). In addition to the weight, a counter is assediavith each identified faulty
link. This counter represents the remaining time befordithkeneight will be reset back to
its initial value (non-faulty status). |f is the number of packets dropped while identifying
a faulty link andp is the threshold loss rate, then the link’s counter is ineeegby/ p.
Each non-zero counter is reduced bym for every successfully delivered packet, where
m is the number of links with non-zero counters.

4. ANALYSIS

In this section we specify how ODSBR addresses the Byzaatiaeks identified in Sec-
tion 2, focusing on the black hole, flood rushing, Byzantinermwhole and overlay of
Byzantine wormholes attack.

4.1 Black Hole

The ODSBR protocol uses end-to-end acknowledgments frerdéktination to detect the
presence of a black hole attack. Upon detection of the aftheknumber of lost packets
becomes higher than a threshold value), ODSBR enters angaobode with the goal

of discovering the attack location. As a result of this pngpoprocedure, the location of
the adversary can be narrowed down to a link (the guilt isgassl to a link, since it is

theoretically impossible [Lamport et al. 1982] to indicataode). The weight of a blamed
link is doubled, which ensures that the protocol will avoédesting paths containing that
link during future route discoveries. As a result, if thexésts an adversarial-free path to
the destination, ODSBR will eventually find it within a bowgtdamount of packet loss.

should not lead to the compromise of any previously usedmseksys.
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In addition, ODSBR can deal with a mobile adversary alongpti, since probes once
started are not retired immediately. In the worse case pales may act as probes.

An adversary can drop packets just below the threshold itamat to avoid detection.
However in this case the protocol has successfully “scatieg’adversary into predom-
inantly behaving correctly. In addition, randomized tas selection can help reduce
the effectiveness of this adversarial strategy. One of thenradvantages of ODSBR’s
approach to mitigating black holes is that the locationshef attackers are learned, thus
enabling adversary avoidance in arbitrary network conéiions.

4.2 Flood Rushing

The route discovery phase of the ODSBR protocol has seveaalfes which help mitigate
the effects of flood rushing. The protocol performs hop-byp-authentication and integrity
checking of route discovery flood packets. This preventsaalid variant of the flood
from propagating through the network. Using only end-td-anthentication (source and
destination only) will not prevent an invalid variant fronmnopagating and blocking the
valid flood.

In addition, ODSBR processes all duplicate response floolqis and if a valid flood
packet with a lower metric is received, an additional reaodicast is scheduled. The ad-
vantage of this technique is that even if an adversary pmga successful “rush” in an
attempt to be selected on the path, the adversarial varidiné dlood will be shortly over-
ridden by the legitimate flood with a lower path cost. The rodtWill increase the protocol
overhead because nodes affected by the rushing adverssdytmee-broadcast the flood
packet more than once. Finally, any adversary that manadsgpgss these two protection
mechanisms and starts creating damage will be detectea gt location algorithm and
then avoided when a new path is selected.

4.3 Byzantine Wormhole

ODSBR'’s approach to mitigating Byzantine wormholes is waigd by the observation
that the primary attack when a wormhole exists is the drappinpackets that attempt
to travel through the wormhole, rather than the wormholenfation. A wormhole attack
will appear to ODSBR as a faulty link existing between two @dODSBR mitigates the
attack not by preventing the formation of the wormhole, butlbtecting it and increasing
its weight. Once the wormhole’s link weight has been incedesufficiently, ODSBR will
avoid it and select the next best alternate path. This glyatees not require any additional
hardware or capabilities to function, and it works equallglivior both Byzantine and
traditional wormholes. The number of packets lost and thewrhof time taken to find
an adversarial-free path, will be proportional to the nundfevormhole links that create
paths shorter than the legitimate route. ODSBR’s abilitynitigate the wormhole attack
will be reduced if many wormhole links are present.

4.4 Byzantine Overlay Network of Wormholes

The convergence of ODSBR is slowed if many adversariesiexise network and cooper-
ate to create an overlay of Byzantine wormholes. Howeverathount of damage that the
attackers can create is bounded. The number of packetsldsha amount of time taken
to find an adversarial-free path, will be proportional to tluenber of wormhole links that
create paths shorter than the legitimate route. As a ré3DIEBR’s ability to mitigate the
wormhole attack will be reduced if many wormhole links aregant. We provide an upper
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bound on the number of packets lost because of adversahiaViog, namely behavior that
reduces the packet transmission success rate below soestoid.

Letq~ andg™ be the total number of lost packets and successfully tratesippackets,
respectively. Ideallyg™ — p - ¢ < 0, wherep is the transmission success rate, slightly
higher than the original threshold. This means the numblrsbtpackets is a-fraction of
the number of transmitted packets. While this is not quite tit is true “up to an additive
constant”, i.e. ignoring a bounded numlyeof packets lost. Specifically, we prove that
there exists an upper bougdsuch that:

" —pqgt <o (1)

Assume that there af¥ nodes/: of which are adversariat, < N. We denote byF the
set of links controlled by adversarial nodes. The maximura ef E is kN .

Consider a faulty linke, convicted;j. times and rehabilitategl. times. Then, its weight,
we, IS at mostn, wheren is the upper bound of the length of a non-faulty path in the
network. If a link reaches the weight of it is effectively priced out of the network as it

is more expensive than any possible non-faulty path. By ldperithm, w, is given by the
formula:

Wwe = 29e 7% (2)
The number of convictions is at leagt /i, SO
T2 de <0 (3)
ecE

Also, the number of rehabilitation operations is at n*rgsp{, o)
+
Y a1 <o, 4)
- 1/p
eclk

wherey is the number of lost packets that exposes a link as faultysTh

@ _ 9 o
" u/pgeezéue ac) (5)

From Eq. (2) we havg, — a. = logw.. Therefore:

Z(je - ae) = Zlnge (6)

eEE eEE
By combining Eq. (5) and (6), we obtain
¢ —p-q- <py logw, < p-kN -logn 7
eGE

and sinceu = blogn, whereb is the number of lost packets per window, Eq. (5)
becomes
¢ —p-q" <b kN log’n (8)
Therefore, the amount of disruption a dynamic adversarycease to the network is

bounded. Note thdtN represents the number of links controlled by an advershitiyete
are no adversarial nodes Eqg. (8) becomes the ideal case where - ¢ < 0.
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5. EXPERIMENTAL RESULTS

In this section we show how AODV [Perkins and Royer 2000], #-keown routing pro-
tocol for ad hoc wireless networks, reacts under severabBiyze attack scenarios. In
addition, we conducted simulations of the same attacks:\ag@DSBR in order to show
its effectiveness in mitigating the attacks. Our experitaeseek to identify attacks which
result in the greatest network disruption while requirihg teast number of adversarial
participants. Although a number of secure ad hoc routingoeals exist, out of which
some [Lee 2002; Hu et al. 2002; Papadimitratos and Haas 2@@B¥ss a weaker subset
of the Byzantine attacks we address, they do not provideeption against the entire set
of strong colluding Byzantine attacks we investigate.

Each data point in the figures of this section is averaged 8atifferent random en-
vironments and over all destination nodes. AODV and ODSBRsanulated in the same
set of random environments in order to generate pairedstat{a standard method of sta-
tistical variance reduction). A paired T-test analysis lbbar data shows that the largest
p-value for any set is .0083. Therefore, the observed pmdoce differences between
AODV and ODSBR are statistically significant with a confided over 99%.

5.1 ODSBR Implementation

We implemented our protocol using the NS2 [ns2 ] network &atow. We assumed the
protocol uses RSA [Rivest et al. 1978; DSS 2006] with 1024«bys for digital signatures
operations, AES [AES 2001] with 128-bit keys for symmetriceyptions and HMAC
[HMA 2002] with SHA1 as the message authentication code. ifrtpact of these cryp-
tographic operations is represented by adjusting the patke as if the packet actually
contained authenticating data (e.g. digital signaturddA€s, and by introducing packet
delay accordingly as if CPU time was spent performing crgmphic operations.

For practical reasons, we implemented a less complex fatdction phase. Instead of
the binary search probing technique, we use only two stat&son-probing” state where
only the destination returns acknowledgments, and a “pigtstate where all intermedi-
ate nodes also return acknowledgments. The protocol @seimthe non-probing state
until a loss threshold violation occurs and a fault is detdctlf in the probing state, the
source node successfully delivers enough packets andgbedte goes below a specified
threshold, then the source node returns to the non-prokae SPreliminary experiments
we conducted showed that when the total number of hops isueiasmall, the cost of
enabling all the probes at once is low. In this case the tatediechnique reduces the
amount of time necessary to identify a link and consideralohplifies the protocol imple-
mentation. However, for large networks, probing all intediate nodes on a path will be
more expensive and the general binary search probing wedshould be used.

The performance of the implementation is influenced by tHeegof several parame-
ters: the loss threshold rate, the timeout allowed for a gitktraverse a link and the size
of the sliding window necessary to keep track of the paclksd listory. After conducting
a series of experiments with different sets of parametbesyalues were chosen as fol-
lows: loss threshold rate — 10%, link timeout — 250 milliseds and sliding window size —
100 packets. We tuned these parameters conservativelgién tar ensure that the protocol
will operate in a wide range of environments. Although thewdations in this work were
conducted with 50 nodes, these values were tuned for effioperation with up to 100
nodes.
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Fig. 3. Black Hole Attack: Random Placement Configurations

5.2 Simulation Setup

We performed simulations using the NS2[ns2 ] network sinoulaNodes in the network

were configured to use 802.11 radios with a bandwidth of 2 Moyt a nominal range
of 250 meters. Fifty nodes were randomly placed within a 169A000 meter square
area. We varied the nodal speed between 0 and 10 metersiselcoaddition to these

50 nodes, up to 10 adversarial nodes were added to the siomgatiepending on the
considered attack configuration. A traffic load of 10 constanrate (CBR) flows was

used to simulate data communication through the ad hoc mktwan aggregate load

of 0.1 Mbps was offered to the network by having each flow seb#l I2yte packets at

approximately 4.9 packets per second. The simulation tirase 800 seconds for each
simulation and the results were averaged over 30 randonsseed

We used a modified random way-point mobility model that aslskee the concerns raised
in [Yoon et al. 2003] about the validity of the standard ramdeay-point model. Nodes
select a speed uniformly distributed between 10% and 90%eofjiven “max” speed to
achieve more steady mobility and ensure that the averagel stmes not drop drastically
over the course of the simulation. In addition, 300 virtwadands of mobility are generated
before the start of the simulation such that when the sirrladtarts, nodes are already
in motion. This allows the average speed and node distabut stabilize before the
simulation starts.

In order to simulate the considered Byzantine attacks, weldped a protocol-independent
Byzantine attack simulation module for NS2. This modulevpies the capability to simu-
late the black hole, Byzantine wormhole, and Byzantinelayaretwork wormhole attacks
without modifying the routing protocol.

5.3 Black Hole Attack

We simulate a black hole attack by dropping any data packs#tlsethe routing agent.
Routing protocol control packets are unaffected. On a rexd@te, depending on the routing
protocol implementation, performing a black hole attack/rna as simple as deactivating
IP forwarding.

We evaluate the delivery ratio by using as a baseline thewhsee no black holes exist
in the network. We then increase the number of adversardgsiaandomly placed in the

ACM Journal Name, Vol. V, No. N, Month 20YY.



18 . B. Awerbuch et al.

—=—AODVOm/s ——1mis —4—5mls ——10m/s
—=— ODSBR 0 m/s ——1m/s —4—5m/s ——10m/s

Delivery Ratio (%)

Number of Adversaries

Fig. 4. Flood Rushing Attack Combined with Black Hole Attack

network, and evaluate the effect this increase has on tivedgtatio. Figure 3 shows the
delivery ratio of the AODV and ODSBR protocols as a functidrit®e number of adver-
sarial nodes, for different levels of mobility. We note tttee delivery ratio of AODV does
decrease as the number of adversaries increases, but anlardper of adversarial nodes
is required in order to cause a significant network disruptfeor example, approximately
10 adversarial nodes are required to drop the delivery ctidODV below 70%. This
happens because there is no effort by the adversary to giésigected on many paths and
although a number of compromised nodes exist in the netvtbeke is no coordination
between them when performing the attack. We conclude th&\A@an sustain attacks
consisting of a small number of uncoordinated black holes.

ODSBR remains basically unaffected by attacks at low miybinaintaining a delivery
ratio of about 95%, even in the presence of 10 adversariasoit higher mobility, we see
a slight decrease (about 8%, from 84% to 76%) in the delivatip because node mobility
causes some paths to be broken, and some packets will besfose IODSBR reacts and
readjusts the path.

5.4 Flood Rushing Attack

The total network damage that can be caused by a black hakkagt directly related to
the likelihood of an adversary being selected as part ofdbnéing paths in the network.
Therefore, any additional attack that helps a node to beteelen many paths canincrease
the impact of a regular black hole attack. In general, thgse of attacks occur during the
route discovery protocol. The flood rushing attack is an g{arof such an attack. We
performed simulations examining the impact of black hotackts when combined with
flood rushing.

We simulated flood rushing attacks as follows. During theppgation of a normal flood
packet, each node waits a small randomized delay beforamsrhitting it. These delays
are designed to reduce the number of collisions and in sooteqnls to help ensure that
the shortest paths are selected. Eliminating the extraydsléhe simplest mechanism
available to provide an adversary a time advantage overdhaal flood.

Figure 4 shows the delivery ratio of AODV and ODSBR as a fuorctf the number of
adversarial nodes randomly placed within the simulati@aaat different mobility values.
It can be observed from Figures 3(a) and 4 that the deliveityfa AODV is significantly
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Fig. 5. Wormhole Network Configurations: adversarial lamashown in coordinates (x,y)

affected by flood rushing. The intensity of the attack is duhe greater number of paths
that an adversary succeeds in getting selected on. No cmtiah exists between the
attackers. The attack is very effective and lowers AODV’iveey ratio to about 40%
when 10 adversaries are present in the network (as opposdmbta 70% when no flood
rushing was present).

The impact of flood rushing on ODSBR is almost unnoticeabtdo mobility, ODSBR
delivers over 90% of the packets (as opposed to 95% when no fishing was present),
even in the presence of 10 adversaries. This indicatedth&thnique used by OSDBR to
process lower path cost floods instead of discarding thefffeistve against flood rushing.

5.5 Byzantine Wormhole Attacks

In the previously examined attacks, malicious nodes do ootdinate their actions. A
coordinated attack can be much stronger, particularlyvtashries have knowledge of the
network topology and/or traffic patterns. This can allownth® select strategic locations
that can increase the effectiveness of an attack. For examphdversary may locate itself
in the vicinity of a specific target, or between two nodes ttamhmunicate frequently, or
position itself such that it can hear all the communicatiartiee network. A Byzantine
wormhole attack, or simply @ormhole is an example of an attack that requires coordina-
tion between two attackers. A wormhole can be used eithelcrease the effectiveness of
a black hole directly, or as an effective tool in conductim®él rushing attacks, by allow-
ing an adversary to jump several hops ahead of the legitifitate through the wormhole.
In addition, the placement of the wormhole in the network mamease the number of
adversarial controlled paths.

Below we examine coordination among attackers and placeofiettackers as possible
strategies for increasing the effectiveness of an attack.sWulated the most effective
wormhole attack by assuming that communication throughatbemhole tunnel has no
latency and has unlimited bandwidth. Several wormholeglkaeed in the network, but no
coordination exists between them (coordinated wormhalestadied in Section 5.6). We
examine the effect of wormhole placement by consideringetoonfigurations which we
refer to agandom placemententral wormholendcross of deatliFigure 5). In all cases,
we evaluated the impact of the wormhole attack both by itselfl when combined with
flood rushing.

Random Placementhe first configuration we consider is a set of wormholes rariglo
placed in the network. Figure 6(a) presents results for AGDY ODSBR in the presence
of the wormhole attack alone, while Figure 6(b) presentsltesor the wormhole attack
combined with flood rushing. When compared to the black htlck with randomly
placed adversaries (Figures 3 and 4), the same number ofsadies placed randomly,
but now forming wormholes, can mount a more effective atagkinst AODV. This result
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is due to the fact that by using wormhole tunneling, the ashuées are selected as part
of more routes and are thus able to drop more traffic and create damage. When
combined with flood rushing, the delivery ratio for AODV go&s low as 30% to 40%,
depending on the mobility of the nodes.

In the case of ODSBR, the presence of wormholes has vegyjiltphact when compared
with the black hole attack conducted by a number of attackamdomly distributed in
the network (see Figures 3(b) and 6(a)). This indicates @28EBR uses an effective
mechanism in dealing with mobile adversaries that cootdittacreate wormholes. It can
be observed that adding flood rushing to increase the aféextss of the attack does not
make a difference for ODSBR, as expected from previous te¢ske Figures 6(a) and
6(b)).

Central WormholePictured in Figure 5(a), this configuration contains only tadver-
saries placed at coordinates (300,500) and (700,500) i@ x 10002 area considered
for our simulations. Since the nominal range is 250 m, thae@ment gives the wormhole
a good coverage of the communication in the network.

The results presented in Figure 7(a) show the delivery estia function of the mobility
of the nodes, for AODV and ODSBR. In addition, the normal iy ratios in the case
of no adversaries are shown for reference. Although onlyvemenhole is present, the
attack is considerably more effective than the black hdbecht(see also Figures 3 and 4).
For example, when flood rushing is enabled and two attackensiate to form a@entral
wormhole AODV'’s delivery ratio can drop as low as 41%, which is simila strength
to 10 randomly placed adversaries performing the black htikck. This indicates that
strategic positioning plays a significant role in the impafcin attack. The attacker needs
to compromise only 2 nodes and then coordinate the attack.

For ODSBR, the wormhole at the specified location has a srffaltte dropping the
delivery ratio from about 80% in the case of 10 randomly plaadversaries, to about
70% in the case of the central wormhole, when nodes have dlityai1l0 m/s in both
cases. This indicates that the placement of the wormholeatidllow it to control all of the
paths, so adversarial-free paths existed in the networikceShere was only one wormhole,
ODSBR found it and used alternative paths to successfutfppe data forwarding.

Cross of Death.As seen in Figure 5(b), this configuration contains four aslees
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— ¢— ODSBR-normal —#&— ODSBR-worm —— ODSBR-worm-rush

Delivery Ratio (%)
Delivery Ratio (%)

Speed (m/s) Speed (m/s)

(a) Central Wormhole (b) Cross of Death
Fig. 7. Wormhole Attack: Strategic Positioning Configusat

placed at coordinates (200,500), (800,500), (500,200),800). They form two worm-
holes, in the shape of a cross. There is no coordination leettie two wormholes.

The results presented in Figure 7(b) show the delivery eatia function of the mobility
of the nodes, for AODV and ODSBR. As we expected, this is a nedfective attack
against AODV than theentral wormholeattack, since the adversarial nodes are covering
a larger area and are able to draw in (and drop) more traffic.

For ODSBR, the addition of one more wormhole was not probtemalthough each
of the two wormholes had a good coverage, because of the fadoodination among the
four attackers, adversarial-free paths still exist in tawork, so ODSBR manages to find
them and use them as alternate paths.

Figures 6, 7(a) and 7(b) allow us to analyze the number ofomntyglplaced adversaries
required to inflict the same amount of damage as a stratbgakced attack. It can be
noted that for AODV, with mobility> 0 m/s, thecentral wormholeconfiguration inflicts
slightly more damage than 4 randomly placed adversariean@am wormholes) and the
cross of deatlnflicts slightly more damage than 8 such adversaries (4aangdormholes).
For ODSBR, both theentral wormholeand thecross of deatltause more damage than 10
randomly placed adversarial nodes (5 wormholes). Thicatds that the wormhole attack
is more effective if the adversaries are strategically gdacather than randomly placed.

5.6 Byzantine Overlay Network Wormhole Attack

In Section 5.5 we analyzed the case where the wormholes w&trpgint-to-point tunnels
between two adversaries. While this attack is strong arettfe, an even stronger variant
exists, when the attackers also coordinate the wormholese l[gpecifically, the attacker
compromises a number of nodes and organizes them in an pywetlaork wormhole, or a
super-wormholeln a super-wormhole attack with adversaries there exist essentialfy
point-to-point tunnels between the adversaries.

In the following set of simulations a static wormhole configfion is placed within the
network. We investigated three configurations which werredeasrandom placement
cross of deathandcomplete coveragésee Figure 5). In all cases, we first evaluate the
effect of the super-wormhole attack on the delivery ratioe iven combine the super-
wormhole with flood rushing and examine the impact of the comdbattack. We assume
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Delivery Ratio (%)
Delivery Ratio (%)

Number of Adversaries Number of Adversaries

(a) Without Flood Rushing (b) With Flood Rushing
Fig. 8. Super-Wormhole Attack: Random Placement Configamat
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—G— AODV-normal —&— AODV-worm —o— AODV-worm-rush
— ¢— ODSBR-normal —#— ODSBR-worm —&— ODSBR-worm-rush|

— e— ODSBR-normal —— ODSBR-worm —e— ODSBR-worm-rush|

Delivery Ratio (%)
Delivery Ratio (%)

Speed (m/s) Speed (m/s)

(a) Cross of Death (b) Complete Coverage

Fig. 9. Super-Wormhole Attack: Strategic Positioning Cgufations

that communication through the super-wormhole tunnelsstntaneous.

Random Placementn this configuration a set of up to 10 adversarial nodes are ra
domly placed in the network and form a super-wormhole. FdRipresents results for
AODV and ODSBR for the super-wormhole attack, with and withftood rushing. In this
case, both for AODV and ODSBR, the super-wormhole attackdseneffective than the
regular wormhole, though not by much. This leads us to belibat a super-wormhole
created by randomly placed adversaries gives them littlaatdge over the case when the
same number of adversaries create regular 1-to-1 wormholes

Cross of Death.The same configuration as tbess of deatlin Section 5.5 was used,
but with all four adversarial nodes connected in a supemvinmie configuration. The
results presented in Figure 9(a) show the delivery ratio asetion of the mobility of
the nodes, for AODV and ODSBR, both with and without flood ingh In addition, the
normal delivery ratios in the case of no adversaries are stionreference.

Figures 9(a) and 8 help us determine the number of randoralyeg! adversaries re-
quired to inflict the same amount of damage as a strategipklbed attack. We conclude
that for AODV, with mobility > 0 m/s, thecross of deatltonfiguration inflicts slightly less
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damage than a super-wormhole created by 8 randomly placedsadies. For ODSBR, if
mobility > 0 m/s, thecross of deatltauses about the same damage as a super-wormhole
created by 9 randomly placed adversaries if flood rushingtsised, or 10 adversaries if
flood rushing is enabled. Observe that the attack is slightye effective than theross of
deathwith regular wormholes Figure 7(b)). This is because thataadl tunnels created

in the super-wormhole scenario are of limited strategioe#h comparison to the primary
tunnels.

Complete Coveragé.he strength of the super-wormhole attack can be increageid-s
icantly if the adversaries are able to position themselesighout the network such that
they can hear any transmission that takes place in the netWde simulated the config-
uration shown in Figure 5(c), with five adversarial nodesgthat coordinates (250,250),
(250,750), (500,500), (750,250), (750,750).

Observe the devastating effect of this attack in Figure.9@)en combined with flood
rushing, the delivery ratio of AODV drops as low as 20% in tmegence of only five
adversaries, while ODSBR still delivers 60% of the packe&dfce the five adversarial
nodes almost completely cover the entire ad hoc networkingddore adversaries will
not significantly increase the effectiveness of the attalset of only five colluding ad-
versaries strategically placed and launching a coordihatieck practically paralyze the
considered ad hoc network when an insecure routing protsaaed. It may seem that a
super-wormhole attack is not feasible in practice becausay require a large number of
point-to-point tunnels established between the advesaowever, our simulations show
that only five adversaries can cause a major disruption inaank of 50 nodes, making
this attack more practical and easier to mount.

5.7 Protocol Overhead

We conducted simulations to compare the overhead of ODSBiRthat of AODV, in or-
der to evaluate the cost of security. ODSBR’s overhead hastmponents: (a) the route
discovery overhead, and (b) the acknowledgement overf@BSBR requires a proto-
col acknowledgement for each successfully delivered dathqt). The acknowledgement
overhead is the price our protocol pays in order to offer Byire survivability. In real im-
plementations, this overhead can be reduced by piggy-bg€XDSBR acknowledgments
on TCP acknowledgments. We emphasize that in our ns2 impitien and in all our
simulations ODSBR acknowledgements are sent explicitiysithe shown delivery ratios
fully take into account the effect of the acknowledgememtrbead.

Figure 10(a) illustrates the route discovery overhead in@&adversarial scenario. At
all simulated levels of mobility, ODSBR transmits more tingtpackets per second than
AODV. This is because ODSBR floods both the route request lamddute reply, while
AODV floods only the route request. ODSBR requires bidimwi flooding to guarantee
route establishment in the presence of Byzantine advessdfithe route reply was unicast,
then an adversary on the reverse path could forward the sequédrop the reply, thus
preventing a route from being established, although a copagh existed in the network.

Next we present the route discovery overhead while undaclattFigure 10(b) depicts
the overhead of the routing protocols as a function of the memof adversaries, when
the adversaries execute a black hole (denoted with AODV-B#i @DSBR-BH) and a
super-wormhole attack (denoted with AODV-SW and ODSBR-SMWY}his scenario the
nodes are under random way-point mobility with a maximunese 1 m/s. Observe that
the routing overhead of ODSBR increases with the number wémdries. This occurs
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(a) Non-adversarial Scenario (b) Attack Scenario

Fig. 10. ODSBR Route Discovery Overhead

as a result of the protocol actively detecting faults andijiesting the path to avoid them.
The overhead of ODSBR increases proportionally to the numbiulty links in the net-
work. Since a super-wormhole attack results in a larger rarmabfaulty links than a black
hole, we see a considerable difference in the routing oealtod ODSBR when detect-
ing a super-wormhole. On the contrary, the overhead of AOB¥réeases slightly as the
number of adversaries increases. Since the adversanesrfbthe AODV control packets
successfully and only drop data packets, AODV is unable teai¢hat a fault is occurring.
This results in a massive reduction in AODV'’s delivery ratidhile no additional routing
messages are generated.

5.8 Discussion

In this section we provide a comparison of the simulationultegpreviously presented,
in order to determine the relative strength of the Byzansttacks (see Figure 11). To
evaluate the effects of these attacks in a mobile ad hoc mietwee selected scenarios
where the mobility of the nodes was 1 m/s. This value was ahaserder to better
isolate the damage caused specifically by the Byzantinekatias opposed to losses due
to node mobility. Analysis of these results indicates tiaat inain factors contribute to the
effectiveness of the attacks at disrupting the AODV routingtocol: flood rushing and
strategic adversarial positioning.

Flood Rushingln Figure 11(a), the line labeled “Black Hole Rushing” shdtesresults
of a random placement black hole attack with flood rushingblta Observe that by
enabling flood rushing, this attack resulted in a much greatiiction in the delivery ratio
as compared to the same attack without flood rushing. Iniaddihe flood rushing made
this attack strong enough that it caused more damage thamatidem wormhole attack
and comparable damage to the random super-wormhole affdnekblack hole attack (a
non-colluding attack and easier to execute), combined fiatd rushing can create more
damage than the wormhole attack (a colluding attack andehéomdnount). This motivates
the need to design routing protocols which are able to m#itfze flood rushing attack.

Strategic PositioningThe results indicate that the strength of the attacks caigbé-s
icantly increased if the adversaries are strategicallytipoed. The point labeled “Com-
plete Coverage” in Figure 11(a) illustrates the effectesnof strategic positioning. This
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Fig. 11. Attacks Comparison

is the result of a super-wormhole with adversaries arramg@ddominating set configu-
ration. By being strategically placed, five adversariesadte to reduce the delivery ratio
of AODV to just 45%, without using flood rushing. In compansaix randomly placed
adversaries executing a super-wormhole attack, are oplgida of reducing the delivery
ratio of AODV to 61%. This demonstrates the power of straiggisitioning in crippling
the performance of the AODV routing protocol.

When used together, flood rushing and strategic positiocémgcause substantial dam-
age to the routing protocol. To quantify the most effectittack, we define the relative
strength of a particular attack configuratioms:

DRnorm - DRadv
7= DRnorm : Numadv (9)
whereDR,,,., andDR,q4, are the delivery ratios in the absence and in the presence of
adversaries respectively, addum,q,, is the number of adversaries. Intuitiveby,repre-
sents the amount of damage an attack can cause per adva@tsahighers is, the greater
the relative strength of the considered attack, since tidates that a larger amount of
damage can be inflicted by a smaller number of adversaries.

Note that in the “Complete Coverage Rushing” case the dglikegio drops to 30%,
while ¢ = 13.6. Although this point corresponds to an attack that resulthé greatest
reduction of AODV's delivery ratio, it is not the most effeat attack from the adversary’s
perspective because five nodes need to be compromisednatiterly, we can consider
the point referred to as “Central Wormhole Rushing” in Fegad. This attack is able to
lower AODV'’s delivery ratio from 96.6% to 51.4%, while reging only two colluding
adversaries, thus = 23.4. In fact, this is the highest observed out of all the consid-
ered attacks. This colluding attack executed by only twoeashries combines both flood
rushing and strategic positioning, inflicting the highestoaint of damage with the least
number of adversaries.

The delivery ratio in all the shown experimental results/israged over several different
environments and over all destination nodes. Although trexall average delivery ratio
for AODV did not fall to 0 in any of the shown results, in sometloé simulations and for
some of the source-destination pairs, AODV'’s throughput heve been reduced to 0.

Figure 11(b) presents a summary of the 1 m/s simulationteful the ODSBR proto-
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col. The first observation is that at this level of mobilitgetODSBR protocol was able
to successfully deliver over 80% of the packets under alugted attack scenarios. This
validates the protocol’s overall strategy for operatiomiByzantine environment. In par-
ticular, the results show that ODSBR is resilient againsidloushing attacks which we
have shown are devastating to other existing on-demandquist

6. RELATED WORK

A key component of providing security services in an ad haeless network is an effec-
tive public key infrastructure. Research results in thiection are as follows. Hubaux et
al. [Hubaux et al. 2001] proposed a completely decentralmeblic-key distribution sys-
tem similar to PGP [Zimmermann 1995]. Zhou and Haas [ZhouHaws 1999] explored
threshold cryptography methods in a wireless environm@&nbwn et al. [Brown et al.
2000] showed how PGP, enhanced by employing elliptic curyptography, is a viable
option for wireless constrained devices.

Many routing protocols for MANETS [Perkins and Royer 2008hdson et al. 2001] use
number of hops as metrics. Recently, number of hops was sflawgren et al. 2002;
De Couto et al. 2003] not to be a good metric for applicatidvad focus on throughput
and better metrics were proposed in [De Couto et al. 2003]andrbuch et al. 2005].
However, both metrics do not take into consideration acreakbehavior.

Many vulnerabilities in network protocols are caused byl#wk of message integrity
and authentication mechanisms, which allows an attackatdoor fabricate packets. Sig-
nificant research in securing wired [Hauser et al. 1997; ISetiil. 1997; Kent et al. 2000]
or ad hoc wireless [Hu et al. 2002; Hu et al. 2002; Sanzgiri.&2G02; Papadimitratos and
Haas 2002] routing protocols focused on this aspect. Paptdios and Haas showed in
[Papadimitratos and Haas 2002] how impersonation andyegiacks can be prevented for
on-demand routing by disabling route caching and providimgr-to-end authentication us-
ing an HMAC [HMA 2002] primitive which relies on the existemof security associations
between sources and destinations. Other significant wodksde SEAD [Hu et al. 2002]
and Ariadne [Hu et al. 2002] that provide efficient secur@sons for the DSDV [Perkins
and Bhagwat 1994] and DSR [Johnson et al. 2001] routing potéo SEAD uses one-
way hash chains to provide authentication, while Ariadnesugesla [Perrig et al. 2001]
source authentication technique to achieve similar sgegoals. In [Sanzgiri et al. 2002]
the authors focus on an analogous problem, providing erehtbauthentication for two
well-known on-demand protocols: AODV [Perkins and Roye®@0and DSR [Johnson
et al. 2001], by using digital signatures for authentiqatidhey also provide a protocol
that guarantees minimum path selection using an onionelif@yption [Syverson et al.
1997] technique, where digital signatures and public agmphy encryption/decryption
are performed and accumulated at each hop.

The problem of insider threats in routing protocols was Esslied. In her seminal
work [Perlman 1988] and more recently [Perlman 2005], Panrdefined the problem
for link-state routing protocols and proposed the Netwlagker Protocol with Byzantine
Robustness (NPBR). A simplified version of the problem, dgmedes that simply drop
data, was considered in [Cheung and Levitt 1997] and [Byadteal. 1998] which use
probing and local monitoring to address the problem. Howewmny details such as
disguising probing packets from the adversary or dealirth wolluding attackers are not
discussed. Very recent work considered the problem foaidtmain protocols such as
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BGP [Mizrak et al. 2005].

In the context of wireless networks relevant works are Waagi{Marti et al. 2000], SDT
[Papadimitratos and Haas 2003], Ariadne [Hu et al. 2002]Afioda [Lee 2002]. Watch-
dog exploits the fact that a node can overhear its neighorinles forwarding packets to
other destinations. If a node does not overhear a neighbwafding more than a thresh-
old number of packets, it concludes that the neighbor is dvial. The scheme does not
require any explicit network overhead or cryptography andffective against the basic
black hole attack in single rate fixed transmission powewaneks. However, it does not
perform well when either power control or multi-rate (i.€©2811abg [802 1999a; 1999b])
are used, since their use will violate the assumption theafittwarding transmission is suc-
cessfully overheard. In addition, the method is vulnerabkttacks from two consecutive
and colluding adversaries where the first adversarial nods dot report that the second
did not forward the data.

SDT avoids the black hole attack by disseminating a packesaseveral disjoint paths.
The method has relatively low overhead, converges quiekighworks effectively in a well
connected ad hoc wireless network, where the number ofidigjaths is large. A multi-
path approach to avoid the black hole attack is also used dAe. Nodes that have
several paths available assign a fraction of packets to hieadeng each path. The dis-
advantage is that in a sparsely connected network, wheneutimder of available disjoint
paths is small, all of the discovered paths may contain @tlkdt and thus, the schemes
will be less effective. Finally, in Afora nodes do not forwaall route replies, but prob-
abilistically drop some of them to increase resilience tacks. Both Ariadne and Afora
rely on an external feedback mechanism to notify them abbmutésilience of particular
paths. Our approach is different in that we do not rely onretiefeedback mechanisms,
instead we identify the problematic links on faulty pathd amoid them.

Rushing Attack Prevention (RAP) [Hu et al. 2003b] prevehesrushing attack by wait-
ing for up tok flood requests and then randomly selecting one to forwatiderahan al-
ways forwarding only the first one. To prevent a single a#aétom bypassing the scheme
by simply sending: requests, the RAP protocol incorporates secure neighlsoodéry
and secure route delegation schemes. However, these st significant network
overhead because multiple rounds of communication ararestjfor every hop the route
request propagates. In addition, RAP will be ineffectivihé adversary has compromised
k or more nodes.

A mechanism proposed to prevent wormholeBasket Leashel¢lu et al. 2003a]. The
authors suggest restricting the maximum transmissioamiist by using either a tight time
synchronization (temporal leash) or location informat{geographic leash). Temporal
leashes require additional hardware, such as accuratesobo6GPS receivers. The proto-
col is effective at preventing the traditional wormholeaak, but is ineffective against the
Byzantine variant because preventing the wormhole is thgaresibility of its end points.
In this case the end points are adversarial and cannot liedrngsfollow the protocol cor-
rectly. Another method, proposed for ad hoc wireless semstwvorks relies on directional
antennas [Hu and Evans 2004]. The approach prevents woesbglhaving each node
maintaining accurate information about its neighbors. $4ges coming from a node that
is not perceived as a neighbor are ignored. The protocolisogpiate for sensors networks
which in general have low mobility. However, maintainindgiéor information in mobile
networks is more challenging and expensive. In additiomptiotocol that maintains infor-
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mation about neighbors can itself be subjected to wormkttdelks, particularly because it
requires cooperation among nodes.

Several attacks relying on impersonation, lying and resmeonsumption were iden-
tified in [Jakobsson et al. 2003]. The building block relyimg impersonation and lying
are not effective against ODSBR. Although ODSBR does natifipally address resource
consumption, it uses several mechanisms to limit the prajiayof undesired requests.

Several methods relying on node cooperation to build rejautavere proposed in [Bucheg-
ger and Boudec 2002; Michiardi and Molva 2002; Theodorakégoand Baras 2004].
The CONFIDANT protocol [Buchegger and Boudec 2002] avoiddenmisbehavior by
using a reputation mechanism in which trust relationshipseatablished between nodes
based on direct observations and indirect observatiomstegbby other nodes. The CORE
protocol [Buchegger and Boudec 2002] takes a similar ampr@ad uses the concept
of reputation to enforce node cooperation. In contrast With CONFIDANT protocol,
CORE requires that reputation values received from intisbservations be positive, thus
preventing malicious nodes from wrongfully accusing liegétte nodes. The adversarial
model considered in [Buchegger and Boudec 2002; Michiardilolva 2002] is not as
strong as the one considered in this paper, i.e. it does fet pfotection against col-
luding Byzantine attackers. Specifically, the reputati@chanism can be itself exploited
by colluding malicious nodes to wrongfully accuse corremies or increase each other’s
reputation by providing false observations about eachrothbe general framework for
evaluating trust in ad hoc networks proposed in [Theodgraktos and Baras 2004] is
interesting but suffers from several drawbacks. In paldicthe approach is expensive in
practice because it uses an iterative algorithm involviragynrounds of interactions. In
addition the framework does not address the problem of gathandirect opinions from
non-neighboring nodes in a Byzantine adversarial envigmm

Buttyan and Hubaux [Buttyan and Hubaux 2003] address thHagmoof “selfish” nodes
and propose a mechanism basednogletsto stimulate node cooperation in packet for-
warding. They assume each node contains a tamper resistamitg module which main-
tains a nuglet counter; a node needs to spend nuglets intordend its own packets and
is rewarded by forwarding packets for other nodes. The aubrds interesting, but relies
on specialized hardware and considers only selfish nodes.

7. CONCLUDING REMARKS

We focused on analyzing the ability of ad hoc routing prots¢o provide correct service
in the presence of failures and Byzantine attacks. We ptedddDSBR, a secure on-
demand routing protocol resilient to Byzantine failuresszd by an adversary or group of
colluding adversaries. Key components of our scheme arel@gtise probing technique
that detects malicious links aftésg n faults have occurred, whereis the length of the
routing path, and a new metric that captures adversariaeh Problematic links are
avoided by the route discovery protocol using the newly psagl metric. Our protocol
bounds logarithmically the total amount of damage that cawcdused by an attacker or
group of attackers.

We demonstrated through experiments that state-of-atitigpprotocols such as AODV
are vulnerable to a wide range of Byzantine attacks. Aftangring several types of at-
tacks, we conclude that the most effective attack is therabwbrmhole combined with
flood rushing: only two colluding adversaries were able tuce AODV’s delivery ratio
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to 51%. We showed that ODSBR was able to mitigate a wide rahBgzantine attacks;
in particular, it was not significantly affected by flood rirgly Its performance only de-
creased when it needed to detect and avoid a large numbevefsadial links.

Our experiments showed that flood rushing and strategidipoiig of adversaries are
the two most important factors for an effective attack aghiimsecure on-demand proto-
cols, particularly when adversaries collude. The flood inslattack amplifies any attack
it is combined with because it allows an attacker to haveroboh the route selection. Ad
hoc routing protocols must be designed to take into conatater this attack.
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